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ABSTRACT

The Real-time Channel Administration Protocol (RCAP) provides con-
trol and administration services for the Tenet real-time protocol suite, a
connection-oriented suite of network and transport layer protocols for real-
time communication. RCAP performs per-channel reservation of network
resources based on worst-case analysis to provide hard guarantees on delay,
jitter, and packet loss bounds. It uses a hierarchical approach to provide
these guarantees across a heterogeneous internetwork environment.

In this paper, we outline our assumptions and approaches to real-time
communication. We then describe the service provided by RCAP, the proto-
col itself, our plans for implementation, and current status of our research.

1. Introduction

The Real-time Channel Administration Protocol (RCAP) [BanMah91][Low91] pro-
vides control services for the Tenet real-time protocol suite, which consists of the Real-time
Internet Protocol (RTIP) [VerZha91], the Real-time Message Transport Protocol (RMTP)
and the Continuous Media Transport Protocol (CMTP) [WolMor91]. The protocol suite is
intended to provide packet based data delivery services with guaranteed delay and jitter
(delay variance) bounds, bandwidth guarantees, and bounded packet loss.

We use the term real-time to denote network services which provide such guarantees,
especially guarantees on delay and jitter bounds. Applications which require such services
include digital video and audio, interactive systems, and remote control systems. Current
networks based on packet-switching provide no such guarantees. Networks based on
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circuit-switching do provide these guarantees, but at the expense of blocking resources
regardless of whether they are being used or not. The Tenet real-time protocol suite is
designed to provide guarantees by reserving resources for channels which require guaran-
tees, but making the resources available to non-real-time traffic if they are not actually being
used at the time.

RTIP is a connection-oriented network layer protocol which provides delivery of fixed
size packets over a simplex channel, with client-specified bounds on packet delay, jitter, and
loss rate, at a guaranteed bandwidth which is also chosen by the client. RMTP is a simple
transport protocol which uses RTIP as a underlying network layer protocol to provide
delivery of arbitrarily-sized messages with guarantees on delay, jitter, loss rate, and
bandwidth. CMTP is a more complex transport layer protocol that provides a stream-like
interface for continuous media clients that generate data at regular intervals, such as a digi-
tal video source. CMTP also uses RTIP as an underlying layer, and provides guarantees
similar to RMTP.

RCAP provides the services of channel establishment, channel teardown, and status
inquiry for these delivery protocols. It manages resources at nodes along the path of a chan-
nel, and provides admission control, to enable the network to provide end-to-end perfor-
mance guarantees.

Designing and developing RCAP as a separate protocol has the advantages of making
both RCAP and the data delivery protocols simpler and easier to debug. This division into
control and data delivery portions also allows us to make changes in one without necessarily
requiring changes in the other.

2. Assumptions

The Berkeley approach to real-time communication [FerVer89] makes some assump-
tions about the network, which must be satisfied in order for the guarantees to be met.

1. The network consists of nodes interconnected by logical links, which are either physi-
cal links (with bounded latencies) or subnetworks (see Figure 1). The delays across the
subnetworks must also be boundable.

2. The nodes are store-and-forward nodes. The logical links may be non-store-and-
forward networks (such as circuit-switched networks) provided their total delay can be
bounded.

3. The loss rate on the physical links (due to noise) is low enough to be negligible.
RCAP provides means of bounding the loss rate due to buffer overflow.

4. To provide jitter guarantees, either it must be possible to bound the jitter on each logi-
cal link, or the clocks on the nodes must be at least loosely synchronized.

The Berkeley approach can be used to provide real-time communication on any net-
work which satisfies the above assumptions.

The first assumption may seem rather restrictive, because we seem to be assuming that
the delays on the subnetworks are already bounded. However, RCAP provides the mechan-
ism to bound the delays on the subnetworks as well. It is useful to think of the network as
consisting of a hierarchy of different levels. The top level network is level 1; in the rest of
the paper we refer to this level as the internetwork level, since it is potentially composed of
a number of subnetworks linked together by gateways. These subnetworks can be con-
sidered level 2, and may in turn be composed of lower level networks, to an arbitrary depth



of levels. RCAP provides a mechanism to recursively apply the approach on subnetworks
to bound their delays, by structuring its control messages in a hierarchic way to model the
hierarchic nature of the network. Once the delay on the subnetwork has been bounded, this
bound can then be used to provide an end-to-end bound on the delay in the higher level net-
work.

3. Approach

The Berkeley approach to real-time communication is connection-oriented and
involves resource reservation during connection establishment. Connection establishment
consists of a control message originating from the sending client and making one round trip
along the path of a simplex channel.

During the forward pass the best possible resources are reserved for the channel. The
lowest possible delay and jitter, sufficient bandwidth, and a corresponding amount of buffer
space are reserved at each node at this time. This means that the network does its best to see
if the channel can be established. However, it also means that the resources reserved during
this stage are likely to be far better than the requirements of the channel.

The reverse pass allows the network to relax the reservations depending on the client’s
performance requirements and the actual performance attained by the reservations made on
the forward pass. For example, if the end-to-end delay achieved by the forward pass is
lower than the client’s requirement, the delay reservations can be relaxed on the reverse
pass. Jitter reservations are also relaxed, and buffer space may be released. This relaxation
is needed to correct the over-allocation of resources during the forward pass.

The Berkeley approach proposes multi-class Earliest Due Date (EDD) as the schedul-
ing mechanism of choice for the level 1 network nodes. This has many advantages. EDD is
very amenable to fine grain resource allocation. Bandwidth and delay are decoupled as
resources, so that low delay channels do not necessarily also require high bandwidth alloca-
tion. The scheduling mechanism is also amenable to worst-case analysis, so that hard
guarantees can be made about delay, jitter, and packet loss bounds.

In addition, EDD allows the coexistence of channels having probabilistic guarantees
(statistical channels) and best-effort traffic on the same network with channels having hard
guarantees (deterministic channels). This allows higher utilization of the network resources,
in addition to providing more flexible price versus performance choices for clients.

The subnetworks can use EDD scheduling or any other mechanism, as long as the
delay across the subnetworks can be bounded. This means that the network may be hetero-
geneous, with subnetworks based, for example, on circuit-switching or Asynchronous
Transfer Mode (ATM). All that matters is that there should be some mechanism to bound
the delay on the subnetwork.

This bounding usually involves an establishment phase and resource reservation. We
believe it is a good idea to use the same establishment process for subnetwork levels as for
the internetwork level. By doing so, we can preserve the single round-trip establishment
scheme and extend it to an arbitrary number of levels of subnetworks. These goals are
achieved through the hierarchic structure of RCAP control messages.



4. RCAP Service Description

We now define the services that RCAP must provide to the client. We do this in the
context of a simple client-server model, where the client asks the local RCAP entity to pro-
vide channels and to perform actions on those channels.

RCAP performs channel administration functions (setup, teardown, and status inquiry)
for the data delivery protocols in the Tenet real-time protocol suite. The data delivery pro-
tocols are in the network layer (RTIP) and transport layer (RMTP and CMTP).

RCAP exports a number of primitive functions to client programs:

establish_request The sending client invokes this primitive to request a channel. The
client provides its performance requirements, traffic characteristics,
and addressing information. RCAP returns a unique channel
identifier if the request succeeds.

status The sender can request information about the state of a channel by
invoking the status primitive.

register A receiving client uses the register primitive to indicate to RCAP that
it is ready to receive connections on a given port.

receive_request This primitive, when invoked by the receiving client, causes the
receiving client to wait until an establishment request arrives from a
sending client. It then returns the establishment information from that
request, allowing the receiver to accept or deny the request.

accept The receiving client invokes the accept primitive to indicate accep-
tance of an establishment request.

deny The receiving client uses the deny primitive to reject an establishment
request.

unregister This primitive is used by the receiving client to indicate that it will no
longer be accepting requests on a port.

close Either the sending or receiving client can invoke the close primitive
to close a channel and release the resources of that channel.

5. Protocol Description

To provide the services described above, RCAP entities on each node in the network
need to communicate using control messages. These must be structured hierarchically to
capture the hierarchic nature of the network. We now describe our protocol in the above
context and elucidate with an example.

The RCAP entities in the network interact by exchanging RCAP control messages. At
each node along the path of a channel, the local RCAP entity communicates with the net-
work layer (RTIP) entity to reserve or release resources; at the channel endpoints, RCAP
communicates in a similar fashion with the appropriate transport layer entity.

RCAP entities exchange a number of different control messages:

establish_request This control message contains channel parameters pro-
vided by the sending client. This message causes
RCAP entities along the channel path to reserve
resources for the channel, if possible.



establish_accept The establish_accept control message indi-
cates that a channel was successfully established. It
propagates along the reverse path from the receiver to
the sender and causes the RCAP entities in the nodes
to confirm, and possibly relax, their resource reserva-
tions.

establish_denied This control message indicates that a channel could not
be established. It propagates backwards along the
channel path towards the sending client and causes the
RCAP entities to release resources allocated to the
channel.

status_request Sent forward along the channel’s path, this message
collects information from each node about its status
and resource allocation.

status_report This status_report message returns the status
information from a status_request message to
the sending client.

close_request_forward This message is a request from the sending client to
close the channel. The channel’s resources are deallo-
cated.

close_request_reverse This message is a request from the receiving client to
close the channel. The channel’s resources are deallo-
cated. The effects of the two close_request
messages are very similar; they are distinguished in
order to associate an implicit direction (forward or
backward) with each type of control message.

RCAP is designed for use in an internetwork; it uses a hierarchical view in which the
links and nodes in a subnetwork are abstracted into a single logical link in the internetwork.
Such an approach allows RCAP to utilize the characteristics peculiar to an individual net-
work in order to provide guarantees, yet hide the underlying details of the networks when-
ever possible. The RCAP control messages reflect this hierarchical view when applicable.

This hierarchical approach is most clearly seen in the establish_request RCAP
control messages generated by the establish_request primitive (see Figure 2). Each message
is composed of various records:

Header Record The Header Record (HR) contains end-to-end parameters
for the transport layer entities. There is exactly one HR in
each establish_request message.

Network Subheader Record A Network Subheader Record (NSR) marks the start of the
records for a network. Each NSR contains end-to-end
network-dependent parameters for its associated network
and is followed in the message by zero or more Establish-
ment Records.

Establishment Record An Establishment Record (ER) carries network-dependent,
per-node, local parameters.



The establish_request control message is created by the RCAP entity on the
sending host; the message initially contains only an HR followed by an NSR for the inter-
network level. As the control message travels along the channel path, records are added and
deleted. Upon the entrance to a lower-level network, the RCAP entity on the entering router
adds an NSR for the network; ERs appropriate to that network are then added by the nodes
in that network. When exiting a network, the RCAP entity on the exiting router saves the
NSR and ERs collected in that network and summarizes the information they contain into a
new ER for the next higher-level network. In this way, end-to-end information about
lower-level networks is abstracted for higher-level networks.

Figure 3 illustrates a sample establish_request message about to exit a net-
work and enter another, as shown. The RCAP establishment message in (i) has traversed
the first two networks; the establishment information for those networks has been summar-
ized in ERinet,I and ERinet,II . The progress of the message across the third network is
recorded in NSRIII , ERIII, 1 , and ERIII, 2 . Upon arrival at the exiting router of the third net-
work, ERIII, 3 is added to describe the last hop as shown in (ii). (iii) shows the entire path
through network III summarized in ERinet,III . Before entering network 4, NSRIV is added to
the message, as shown in (iv).

The establish_accept message, sent by the accept primitive to confirm
resource reservations and indicate acceptance of a channel, has a similar hierarchical struc-
ture. ERs are removed from the message by the individual nodes as they confirm the
resource reservations. Strings of records that were removed and summarized on the forward
pass are processed and reattached to the establish_accept message using the state
stored in the routers.

Some control messages, such as establish_denied and the two
close_request messages, do not need such a hierarchical structure, as they can convey
all necessary information without needing to refer to network-specific parameters. Accord-
ingly, they take on a much simpler structure, containing only the channel identifier and the
action to be performed.

The status_request and status_report control messages have a structure
similar to that of the establish_request control message in that they are all com-
posed of records which are added or removed by the nodes along the channel path. The
major difference is that while the channel establishment process abstracts details of lower-
level networks, the status reporting process requires these details to be made available to the
client process. Therefore, the status information from the nodes is not summarized or
abstracted in any way.

RCAP does not depend on any particular delivery mechanism for its control messages.
An ideal implementation would utilize some service providing in-order, reliable message
delivery.

6. Implementation Plans

The Tenet Group’s implementation plans involve two stages. At first, the protocol
suite will be implemented on a local testbed with a small number of nodes and a simple
topology. After some experience with this version, the protocols will be ported to the
Experimental University Network (XUNET II).



6.1. Local Testbed

The first implementation is targeted for a local testbed with three workstations con-
nected by FDDI links. The FDDI subnetworks, being one hop subnetworks, can be regarded
as physical links for the purposes of the protocol. Thus, the links between the nodes are all
simple physical links with bounded delays. Only the queueing delays in the nodes are vari-
able and need to be bounded by RCAP. This provides the simplest environment in which to
build and test the protocols.

6.2. XUNET II

The Tenet Group plans to implement the protocol suite on the Experimental University
Network (XUNET II) in collaboration with AT&T Bell Laboratories. XUNET II will pro-
vide a heterogeneous topology [Fer91]. The backbone will be an Asynchronous Transfer
Mode (ATM) based wide area network, consisting of XUNET II switches connected by T3
(45 Mb/s) links. At the periphery of the backbone network will be routers, with one or more
FDDI rings attached to each router, and host computers attached to the rings.

Thus a typical path on XUNET II can be viewed as composed of the following logical
links:

1. Host to router (subnetwork - FDDI)

2. Router to router (subnetwork - ATM backbone)

3. Router to host (subnetwork - FDDI)

As before, the FDDI subnetworks can be treated as physical links for the purposes of
the protocol. However, the ATM backbone needs to be treated in a hierarchical manner.

7. Status

As of the date of this writing, the design of the protocol suite is complete and imple-
mentation for the local testbed is in progress. The RCAP software has been partially writ-
ten. Software for RTIP and RMTP has been written and is being tested. The CMTP
software is in the process of being written.

At this time, the long-haul fibers for XUNET II are in place and rudimentary routers
have been deployed. Switches and more advanced routers are being tested, and are
expected to be installed by the end of 1991.

8. Summary

RCAP provides the functions of connection establishment, teardown, and status report-
ing for the real-time data delivery protocols of the Tenet real-time protocol suite. The pro-
tocols in the suite provide data delivery with hard guarantees on the delay and jitter of the
packets. Packet loss due to buffer overflow can be eliminated or bounded by correct calcu-
lation of buffer requirements.

Separating the control functions from the data delivery functions gives the advantage
of simpler design for each of the protocols and a certain amount of insulation, preventing
changes in the implementation of one set of functions from adversely affecting the other
functions.

The hierarchical nature of RCAP makes it a very flexible protocol that can work in a
large variety of environments with little modification. It preserves a single round-trip estab-
lishment scheme in an internetwork composed of gateways linking together a number of



heterogeneous subnetworks.

The approach is based on worst-case analysis. It allows the provision of hard guaran-
tees with very general assumptions about the underlying network. For applications that do
not require hard guarantees, multi-class EDD allows statistical channels and best-effort
traffic on the same network as deterministic channels, with correspondingly higher utiliza-
tion of network resources.
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Figure 1. Hierarchic view of the internetwork. The network can be viewed as composed of
nodes joined together by links which are either physical links or subnetworks.

The internetwork in this example consists of two physical links and two level 2 subnet-
works. One of the level 2 subnetworks is shown in greater detail. It composed of physical
links and two level 3 subnetworks.
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Figure 2. Structure of an establish_request message. The start of the message is to
the left. The Establishment Records (ERs) following a Network Subheader Record (NSR)
contain establishment information on nodes within the network associated with the NSR.
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Figure 3. An establish_request control message at various points along a path
through networks I, II, III, and IV. Ellipses represent networks and squares represent nodes
along the path. A node in two adjacent networks is a router, which considered to be a part
of both networks.

Within the representations of the establishment messages, HR denotes a header record.
NSRi represents a Network Subheader Record; with i indicating the applicable network (the
subscript inet indicates that the NSR is for the internetwork level). ERi, j stands for an estab-
lishment record for node j in the network i. Note that in higher levels of the hierarchy, ERi, j
can contain router-to-router establishment information for the subnetwork preceding node j
in network i.

(i) shows the message just after leaving node III, 2. (ii) shows the message just after
arrival at node III, 3; the real-time establishment information computed over the last hop
through network III has been added in ERIII, 3 . In (iii), the establishment information for
network III has been summarized in ERinet,III . (iv) shows the message just prior to entering
network IV; NSRIV has been attached with the router-to-router parameters for network IV.


